
CS 179: LECTURE 16 

MODEL COMPLEXITY, 

REGULARIZATION,  AND 

CONVOLUTIONAL NETS 



LAST  WEEK 

 Intro to cuDNN 

 Deep neural nets using cuBLAS and cuDNN 



TODAY 

 Building a “better” model for image classification 

 Overfitting and regularization 

 Convolutional neural nets 



MODEL COMPLEXITY 





INTUITION:  TAYLOR SERIES 
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LEAST SQUARES FITTING 





LEAST SQUARES FITTING 





WHY SHOULD YOU CARE? 

 So far, it seems like you should always prefer the more 

complex model, right? 

 That’s because these toy examples assume 

 We have a LOT of data 

 Our data is noiseless 

 Our model function behaves well between our data points 

 In the real world, these assumptions are almost always false! 



UNDERFITTING & OVERFITTING 

 Fitting polynomials to noisy data from the orange function 



UNDERFITTING & OVERFITTING 

 Goal: learn a model that generalizes well to unseen test data 

 Underfitting: model is too simple to learn any meaningful 

patterns in the data – high training error and high test error 

 Overfitting: model is so complex that it doesn’t generalize 

well to unseen data because it pays too much attention to 

the training data – low training error but high test error 



UNDERFITTING & OVERFITTING 

 Underfitting is easy to deal with – try using a more complex 
model class because it is more expressive 

 Complexity is roughly the “size” of the function space encoded 
by a model class (the set of all functions the class can represent) 

 Expressiveness is how well that model class can approximate 
the functions we are interested in 

 If a more complex model class overfits, can we reduce its 
complexity while retaining its expressiveness? 

 



REGULARIZATION 













RETURNING TO NEURAL NETS 

 All of the intuition we’ve built for polynomials is also valid 

for neural nets! 

 The complexity of a deep neural net is related (roughly) to 

the number of learned parameters and the number of layers 

 More complex neural nets, i.e. deeper (more layers) and/or 

wider (more hidden units) are much more likely to overfit 

to the training data.  



RETURNING TO NEURAL NETS 





NEURAL NETS AND IMAGE DATA 

 Let’s now consider the special case of doing machine learning 

on image data with neural nets 

 As we’ve studied them so far, neural nets model relationships 

between every single pair of pixels 

 However, in any image, the color and intensity of neighboring 

pixels are much more strongly correlated than those of 

faraway pixels, i.e. images have local structure 



NEURAL NETS AND IMAGE DATA 

 Images are also translation invariant 

 A face is still a face, regardless of whether it’s in the top left of 

an image or the bottom right 

 Can we encode these assumptions of local structure into a 

neural network as a regularizer?  

 If we could, we would get models that learned something 

about our data set as a collection of images. 



RECAP: CONVOLUTIONS 





http://machinelearninguru.com/computer_vision/basics/convolution/convolution_layer.html 

http://machinelearninguru.com/computer_vision/basics/convolution/convolution_layer.html


Same source as last figure 

http://machinelearninguru.com/computer_vision/basics/convolution/convolution_layer.html


EXAMPLE CONVOLUTIONS WITH RELU 
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EXAMPLE CONVOLUTIONS WITH RELU 



EXAMPLE CONVOLUTIONS WITH RELU 



ADVANTAGES OF CONVOLUTION 

 By sliding the kernel along the image, we can extract the 

image’s local structure! 

 Large objects (by blurring) 

 Sharp edges and outlines 

 Since each output pixel of the convolution is highly local, the 

whole process is also translation invariant! 

 Convolution is a linear operation, like matrix multiplication 



CONVOLUTIONAL NEURAL NETS 





CONVOLUTIONAL NEURAL NETS 
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CONVOLUTIONAL NEURAL NETS 





CONVOLUTIONAL BACKPROP 
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CONVOLUTIONAL BACKPROP 





CONVOLUTIONAL BACKPROP 





POOLING LAYERS 





QUICK LINKS FOR CONVOLUTIONAL NNS AND POOLING LAYER 

 https://en.wikipedia.org/wiki/Convolutional_neural_network 

 https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-
neural-networks-the-eli5-way-3bd2b1164a53 

 https://machinelearningmastery.com/pooling-layers-for-convolutional-neural-
networks/ 

 http://ieeexplore.ieee.org/document/7590035 

 Hand Gesture Recognition Using Micro-Doppler Signatures With 
Convolutional Neural Network  
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POOLING LAYERS 

 Motivation: convolution compresses the amount of 

information in the image spatially 

 Blur  nearby pixels are more similar 

 Edge  “important” pixels are brighter than their surroundings 

 Why not use that compression to reduce dimensionality? 

 Forward and backwards propagation for pooling layers are 

fairly straightforward, and cuDNN can do both (Lecture 17) 



WHY BOTHER? 





CONV NETS ARE BETTER 
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